Abstract—We propose a simple drag-and-drop interface on a touch screen to give instructions to an object-delivery robot. The user uses a finger to drag a target object and drop it to a target location on the screen that shows an image of the floor provided by a ceiling camera. The system then autonomously executes a delivery task without continuous control by the user. We employ user-guided computer vision methods to identify and track an object in a scene without prior registration. We conducted a user study, which showed that the participants completed separate tasks more successfully when using our method than when using a remote controller.

I. INTRODUCTION

TYPICAL robot-control methods can be divided into two approaches: (1) direct manual control and (2) semantic-level instructions. A typical example of the first approach is joystick control wherein the user continuously gives low-level instructions to the robot such as “move forward” and “spin left.” This approach is reasonably reliable, but it requires continuous attention of the user. A typical example of the second approach is instruction by means of a natural language wherein the user gives a semantic instruction and the robot executes the task independently, without continuous control by the user. This approach seems ideal, but it suffers from various registration and recognition problems. For example, when the user says “move box no.1 to location no.1,” the robot needs to know beforehand which is box no.1 and where is location no.1. Alternatively, the user might say “move this box to the corner of the room” but the robot could confuse “this box” with another box and “the corner” with a different corner.

We pursue an intermediate approach that combines the strengths of these two approaches. The user gives an instruction that has an appropriate amount of abstraction, and the system executes the task with the user’s explicit annotations. We apply this semi-autonomous approach to an object-delivery task. Using a finger on a touch screen with a camera view of the environment, the user intuitively “grabs” an image of a target object, “drags” it to a target location, and “drops” it there (Fig. 1). Subsequently, the robot performs the task autonomously, using histogram matching to track the location of the target object. Our method eliminates the need for continuous control, as is necessary in low-level control methods. Moreover, our method is more reliable than the one that uses semantic-level instructions because the user explicitly specifies the target object and target location in the camera view, and assists in the system recognition.

A contribution is the use of user-guided computer vision methods to achieve registration-free object identification and tracking for the purpose of the object delivery. Typical approaches for object identification and tracking attach a physical tag to each object [1]–[3] or use pattern recognition to identify a pre-registered object. However, these approaches cannot handle unknown objects. Our system requires the user to manually specify the object in the camera view by rubber banding, and the system uses this information for object identification. This strategy is also utilized for error recovery. Although our object tracking by image tracking is not perfect and the system can lose the target object, the user can re-specify the target object from the camera view on the screen. The effectiveness of a user-guided approach has been shown in GrabCut [4] and Interactive graph cuts [5]. They solved difficult segmentation problems with a few user instructions. We apply the same strategy in the camera view to identify an object to be delivered.

In our method, the camera can be in arbitrary view. We also use image processing techniques to perform the
automatic calibration of the system. The system automatically constructs the floor plane on the basis of the posture of a visual marker. The system uses this floor plane for controlling the robot. Because our method does not require any prior registration, with this automatic calibration feature, the setup process is very easy in any environment.

We built a prototype system using an iRobot Create [6], a ceiling camera, a host computer, and a touch screen. Then, we conducted a user study to verify the effectiveness of the proposed method. We asked the participants to complete object delivery tasks while calculating sum of two-digit numbers as distraction tasks. We compared our method with the one that used a simple remote controller, and the results showed that the participants could perform the distraction tasks better using our method. Moreover, the participants preferred our method, as revealed in a post-study questionnaire.

The advantages of our system over previous systems are summarized as follows:

- The user can command an object-delivery robot by simple and intuitive drag-and-drop interaction, and the robot can perform a delivery task with a reasonable degree of autonomy.
- We employ a semi-autonomous approach for specifying an unregistered object and for performing error recovery.
- Our system can be easily set up because the system does not require any prior registration and can automatically calibrate the working environment of the robot.

The remainder of this paper is organized as follows. Section II describes work related to our robot-control method. Section III describes important features of our method. Section IV presents a detailed implementation of our prototype. Section V describes a user study for the proposed interface. Section VI discusses limitations and future work, and Section VII concludes the paper with a brief summary.

II. RELATED WORK

Autonomous navigation methods utilizing simple interactions have been proposed. A pointing interface on a PDA screen proposed by Lundberg et al. [7] and a free-hand stroke interface on a tablet PC proposed by Skubic et al. [8] allowed the robot to navigate to the target location without continuous control by the user. Similarly, we apply a simple drag-and-drop method to an object-delivery task.

Rouanet et al. demonstrated a user-guided object identification method for a user to teach new words to a robot [9]. Using a handheld device, the user can view what the robot sees through a video image from the camera on the robot. The user informs the robot to focus on an object by encircling the object on the robot camera image. The robot then acquires a more focused template of the target object. They showed that the user-guided approach by encircling the focused object enhanced the object identification process required for teaching new words. This method was useful for object registration, while in our study we focus on registration-free task execution.

We share the objective of controlling a robot more implicitly as found in the work by Zhao et al. [10]. The user does not directly give a command to the robot, rather issues a command based on an object. In their prototype implementation, paper cards identified by visual markers provided instructions to robots. These cards were placed at arbitrary locations so that the user could assign a robot task, such as “deliver this object there.” Our system is similar in that it provides a way to specify arbitrary locations to which an object needs to be moved. Unlike their system, our system can deliver unregistered objects.

III. SYSTEM FEATURES

This section describes important features of our system. First, we describe the user interface and autonomous execution following user commands. Then, we explain the user assistance of our semi-automatic approach. Finally, we
explain the automatic calibration of the system that enables easy setup.

A. Drag-and-Drop Interface for Object Delivery

We apply the established drag-and-drop method used in modern graphical user interfaces (GUIs) to the real-world task of object delivery. The user uses a finger to select a target object on a touch screen, “drags” it to a target location, and “drops” it to initiate the delivery operation (Fig. 1). When the user specifies the region enclosing a target object by rubber banding, the system recognizes the enclosed image segments as the target object. The image segments are also highlighted to confirm that the system recognizes the object before the user drags it to the target location (Fig. 1(b)). As the object is dragged, a translucent copy of the selected image segments is displayed along the dragging path (Fig. 1(c)). When the user drops the object, the robot starts the delivery task. The translucent copy remains at the target location while the robot executes delivery. This visual feedback provides a useful preview of the result (Fig. 1(d)). When the object is selected and dropped, the interface also provides audio feedback to the user to indicate the system state.

Fig. 2 shows the execution sequence of the system. After receiving the user instructions, the robot begins to deliver the object by pushing it according to the instruction. The user can perform other activities while the robot performs the task in the background. When the robot delivers the object, the interface makes a sound and displays a message notifying completion of the task.

B. User-Guided Object Identification and Tracking

To deliver an object, the robot needs to know location of the object. We use a graph-based image-segmentation technique [11] to extract the target object from a camera image. However, the image segmentation cannot be perfect because the system cannot estimate which segments comprise the target object (Fig. 3), whereas this task is easy for the user. In our system, the user informs the system about the object that the user has in mind. When the user provides an input to select an object (Fig. 1(a)), the system interprets that the enclosed segments comprise the target object.

In addition, object tracking by image matching cannot be perfect because lighting conditions may change when the robot moves the target object. To solve this problem, the user needs to explicitly reselect a lost target object. In case the tracking module loses track of the object, the system makes a sound and displays a message asking the user to reselect the object by rubber banding. When the user reselects the object, the system renews the reference image and resumes delivering the object to the target location (Fig. 4).

C. Automatic Calibration

Our system uses a visual marker-detection technique by NyARToolkit [12], which is a Java implementation of ARToolKit [13]. NyARToolkit can compute the 3D posture of a marker. Using this information, the system constructs a model of the floor plane and calculates the relative positions of the robot and objects in a floor-plane coordinate system (Fig. 5). This floor-plane model functions as the calibration between the camera image and the 2D coordinates of the floor where the robot moves and works. In our current implementation, system calibration is performed the first time the marker appears in the camera image. All the user has to do is simply run the program and place the robot within the camera view.
IV. IMPLEMENTATION DETAILS

A. Hardware Configuration

Our system consists of a touch screen, a camera, a robot, and a computer (Fig. 6). The user of the system inputs instructions, and receives visual and audio feedback by means of the touch screen with a speaker. We use an off-the-shelf web camera and attach it to the ceiling. The camera covers an area of 6 m × 4 m. The object-delivery robot, called iRobot Create [6], is a developer’s version of the popular Roomba home-vacuuming robot. A visual marker is attached to the robot to enable location and orientation tracking and floor-plane construction, as described in Section III-C (Fig. 7). The robot comes with a serial interface for receiving control commands. We use a Bluetooth serial adapter to control the robot wirelessly. The touch screen, camera, and robot are connected to a computer that processes the captured image and user inputs, drives the robot, and generates user feedback.

With our prototype, the average completion time for 5 m delivery is 20 seconds, and the position error of delivered object is less than 50 cm. Note that the completion time varies among trials because of the possibility of the object getting deviated from the direction of pushing, and the accuracy depends on the distance of the camera from the floor.

B. Object Tracking

This system tracks a target object using histogram-based image matching with an active search method [14]. The system computes a color histogram of pixels in the selected segments, and searches for a region that has the most similar color histogram. Fig. 8 shows color histograms of the selected objects. Different objects have differently colored histograms.

Fig. 8. Color Histograms—Different objects have differently colored histograms.

Fig. 9 shows the result of object tracking and indicates that this system tracks the object even if it is rotated. The user drags the blue box and drops it as described in Section III-A. This image segment is used as the reference image for object matching.

C. Robot Tracking and Control

Robot tracking is performed by recognizing the visual marker on the robot from the camera view, as described in Section III-C. Using robot position and orientation information and object-position information, the robot-control module controls the robot by sending low-level control commands to the robot such as “move forward” and “spin left.” To complete an atomic pushing operation, the robot (1) moves behind the target object, (2) adjusts its orientation toward the target location, and (3) pushes the target object to the target location. By tracking the positions of the robot and the object, the system is able to instruct the robot to reposition itself behind the object in case the object slips off in front of the robot during a pushing operation.

V. USER STUDY

We conducted a user study to show the effectiveness of the semi-autonomous control method. We chose to compare with remote controller method as it and our proposed method shared the feature of easy setup. The aim of this comparison was to evaluate the extent to which participants could perform personal tasks while the robot performs the delivery...
To compare the two interfaces, each participant controlled the robot to deliver an object using each robot control system, while simultaneously calculating the sum of two-digit numbers. After this comparison, each participant was asked to answer a questionnaire. Each participant was also interviewed about both the systems to obtain qualitative evaluations.

A. Study Setup

The study was conducted on ten participants: two were females, and eight were males, and their ages ranged from 21 to 24 years. Two of them had engineering-related majors, and none of them had ever used the proposed system before.

First, the participants were explained about the usage of both control systems, and followed by a practice session to provide a better understanding of the systems. Then, a two-minute test session started, wherein the participants repeatedly controlled the robot to deliver an object using each interface, while simultaneously providing oral answers to a series of the additions of two-digit numbers. We instructed the participants to deliver the object to one of four target locations forming a square, and start the next delivery in a clockwise direction immediately after the previous delivery was completed. A single addition was displayed on another display near the participant at a time. The additions were changed each time the participant answered, irrespective of whether or not the answer was correct. The session was recorded, and the visuals were reviewed to count both the total number of answers and the number of correct answers in the two-minute session. Fig. 10 shows one of the scenes of the user study. We alternated the order of use of the control systems by the participants to counterbalance the results.

Table I shows the average number of answers for the distracting additions, as well as the number of correct answers. In both cases, the participants scored higher when using the proposed system. We performed the Wilcoxon signed-rank test, and found significant differences (p < 0.01) between the two methods in both scores.

![Fig. 10. Comparison Study Setup](image1)

\[
\begin{array}{|c|c|c|}
\hline
\text{System} & \text{Answers} & \text{Correct Answers} \\
\hline
\text{Proposed System} & 30 & 28 \\
\text{Remote Controller} & 19 & 18 \\
\hline
\end{array}
\]

![Fig. 11. Questionnaire Result](image2)

B. Results and Observations

Table I shows the average number of answers for the distracting additions, as well as the number of correct answers. In both cases, the participants scored higher when using the proposed system. We performed the Wilcoxon signed-rank test, and found significant differences (p < 0.01) between the two methods in both scores.

Although time and accuracy to complete each task may provide valuable information, we could not obtain meaningful results, mainly because we did not provide any direction about delivery accuracy to the participants. As a result, precision of positioning the object in four desired locations in the controller method varied from participant to participant. Some participants spent more time and achieved more accuracy with the controller method compared to our proposed method, while other participants spent less time and achieved less accuracy.

In the post-study interview, the participants provided many positive feedbacks for the proposed system. They primarily liked the simplicity of the proposed interface and the fact that they could perform their own tasks after issuing instructions to the robot.

Most participants reported that they liked the real-time
There were also suggestions for improvement. Most of the participants wanted to know the estimated time to complete delivery. Although we understand the reason for this request, it is difficult to estimate a completion time because the robot cannot move until the entire delivery is completed.

Although we understand the reason for this request, we did not anticipate that a user would request such information. One participant experienced difficulty because the robot pushed the target object out of the delivery system.

VI. LIMITATIONS AND FUTURE WORK

We used an image-based technique to track objects in our prototype system. However, we will consider using physical tracking tags or prior registration in our method to make it easier to complete the delivery task without losing the object. Although one of the advantages of our method is its ability to handle unknown objects, our method will be more reliable in terms of object tracking for objects with such physical tracking tags or prior registration.

The robot in our system cannot work outside the view of the camera. We plan to add cameras to expand the field of view in the future. If an additional camera is placed to partially provide an overlapping view and detect the robot's marker simultaneously, the system can obtain a homography of the two camera views as the robot travels from the view of one camera to that of another. This does not harm the easy setup feature of our system. The robot can automatically travel around the environment, and the first time two or more cameras sees the marker simultaneously, the system can calibrate coordinates among the cameras.

The robot used in our prototype is rudimentary, and can move only at floor level and push an object along the floor. However, the same drag-and-drop interface can be applied to advanced robots. For example, by using a robot that can grasp an object, our drag-and-drop interface could be used to place an object into a container. We hope to apply our interface to such robots to complete more complex and interesting tasks in the future.

VII. CONCLUSION

This paper proposed a simple drag-and-drop touch screen interface that instructs a robot to deliver an object. Our method uses image-processing techniques to provide registration-free and automatic calibration of the system. The user assists the system operation by providing information regarding the image segments of the target object. The system autonomously drives the robot after a delivery task is assigned to the robot. Users can perform their personal activities while the robot executes the task in the background.
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